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Enhancing Query Performance Using Simultaneous
Execution and Vertical Query Splitting
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Abstract— in recent years, the significance of data mining
algorithms has increased with the fast growth of data.
Elements are often repeated when dealing with transitions that
fetch data. Therefore, one of the most essential issues in data
mining is mining common item collections. Here we tackle an
algorithm that finds common elements appearing in
transitions and tries to split the data accordingly into different
tables, called vertical fragmentation. This gives you high time
efficiency. Here we use FP growth for the mining phase.
Another smart splitting method has been proposed that
converts the database into separate tables.
Keywords:  Run-time  Estimation  Module,
Fragmentation, Transaction Splitting, FP-Growth.

Vertical

L INTRODUCTION

In recent years, information technology is progressing in
all companies. Various data management packages are
available in the market, and they also have various
techniques for retrieving data from them. Various techniques
are used to achieve faster, better, and more accurate
performance. Data sizes are also growing rapidly every day,
driving interest in developing tools that can automatically,
quickly, and accurately extract knowledge from data. In the
era of data mining, ER research on big data became a focus.
Data mining has new capabilities such as high volume, high
speed, and high dimensionality. As a result of which query
splitting has greater importance.

Elements are repeated many times in a transaction. Given
this repetition, instead of retrieving these common items
directly from the database, we can use vertical fragmentation
to improve performance. From the transactions, we find the
most often happening item sets and try to split the data set
according to these item sets. Create different datasets for
repeating item sets. Subsequent to parting the dataset into
several parts, the transitions are also split into several parts
and get the data accordingly. After the data is acquired, it is
combined for the final output.

A. RELEVANCE

Data mining needs to find common sets of items to speed
up queries if they are triggered frequently. To do this, you
can use an algorithm developed by frequent Item sets mining.

This algorithm takes input as a query used by a group of
people for transactions and produces a frequent item set as
output. We used an a priori algorithm to find this objective,
finding all frequently used item sets in a given set of queries.
The basic idea behind Apriori algorithms is to iterate the
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query multiple times, like BFS (Broad First Search). The
downside, however, is that the time required for execution is
more than wasted time creating candidates at every point.

Another approach to the same task is the most popular
item set mining called the FP growing algorithm. However,
since FP tree generation and FP growth also rely on BFS,
this also takes a significant amount of time to output. So,
consider vertical fragmentation that can run on multiple
CPUs using multithreading. To find common item sets, we
try to use a weighted method that indicates how often a
particular item appears in a query compared to others. The
algorithm he consists of two phases.

II. LITERATURE REVIEW

A publication algorithm for frequent item sets that have
been anonymised is described in this study. These two
investigations, however, fail to meet the requirements for
differential privacy and cannot effectively safeguard against
an attacker with arbitrary previous knowledge [1].

The author's goal was a one-to-many element mapping-
based encryption approach is security, and we also created
an "audit environment" to ensure that the data mining
findings are accurate [2].

In the context of distributed data mining, this research study
by Author’s focused on the safe mining of rules like
association on horizontally partitioned data. Without
revealing the details of individual transactions, this method
enables you to learn the characteristics of transactions that
were split between sites. This approach takes into account
secure multi-party computation and uses cryptographic
addresses that increase the mining task's efficiency while
minimizing the amount of shared information [3].

The PrivBasis (PB) technique, which reduces high-
dimensional input databases to lower dimensions to get
over the high-dimensional problems that transactional
databases face and enhance the quality of generic item sets,
is described in this research paper. The input database is
projected into lower dimensions via PrivBasis [4].

ITII. DESIGNING PHASE

There are two phases to the algorithm.

1. In the pre-processing stage, the original database is
converted using the smart splitting approach after
some statistics have been taken out of it.

2. In the phase of mining, a common set of items is
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created privately for a certain threshold. To enhance
the caliber of the outcomes, this phase employs
dynamic reduction techniques and execution time
estimation techniques.

Preprocessing Phase
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Fig. 1. Figure 1: Preprocessing Phase

Run Time Estimation
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Fig. 2. Figure 2: Run Time Estimation

IV. METHODOLOGY

A. Modulel: Pre-processing Phase

First, set the transaction length Lm. This is nothing but the
number of items involved in the transaction. If the transition
contains few elements, it is executed using the original data
as is. If the number of items is greater than the Lm value, the
transaction should be split. To split the transactions, I
calculated the threshold A (the number of times an item
occurs in a transaction) for each item as a function of
previous transactions and also created a header table. CR

trees and undirected weighted graphs are generated from HT
tables to help split transactions. Depending on the charts and
HT tables, the database will be converted into multiple
databases/tables.

TABLE L TABLE I: CONSIDER THE FOLLOWING TRANSACTIONS
Transaction ID Items into transaction
1001 a,b,c,f
1002 b,c,h
1003 a,b,c e, f
1004 b,c,d, h
1005 a,g
1006 af g
TABLE II. TABLE II: FOR ABOVE TRANSITION HEADER TABLE (HT)
WILL BE
a 4
b 4
¢ 4
f 3
g 2
h 2

Undirected weighted graph will be like this

Fig. 3. Undirected Weighted Graph

B. Module2: Run-time Estimation Module

In the mining stage, we compute the maximum length Lm
of frequent item sets based on the maximum support of i
item sets provided with A as a threshold. In addition, it
computes execution time estimates to find loss information
or data caused due to transaction splitting. To privately find
common item sets, Palladian noise added to any item
support, and the maximum and average support of the
original database is calculated based on the noise support
and run time estimates[6]. If this maximum support is more
than a given threshold, insert item (c) into the header table
(HT), and if estimated average support is far more than
threshold, item c is considered a common item set. With HT,
even with small key sizes, improves data security. More
importantly, [9] HT consumes less computational power,
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generates less heat, and delivers results very quickly
compared to other algorithms. Increase Register the upper
limit of the number of support calculations in an array. Then
sort the elements of HT in descending order based on the
maximum support value and build an FP tree. A conditional
pattern base for each item is then generated in HT and a
common set of items is searched based on the conditional
pattern.

V. ALGORITHM
Input: Query (Q), Threshold (T), Query File (QF).

Output: Set of queries (SQ).

—_

Separate the items from the query Q.

Find out maximum used item in previous all
transactions using QF.

3. Find out count of remaining items with respect of item

of 2nd step.

4. Arrange all the items on descending order of count.

5. Separate the items from query depending upon T

6. Make separated items from step 5 to form queries in

SQ

7. Store query Q in QF for further use

8.  Return SQ.

Step 1: We separate all the items from a query Q.

Step 2, 3: We process QF. In this processing we generate the
set which indicates item and used count .i.e < item, count>.
After which we get the item from query Q which is used
frequently from the set derived in previous step.

Step 4: We get the count of all remaining items from Q
which are used along with the item derived in previous step.
Step 5: We make the set of items from Q which are used to
form query in next step. Every set contains number of items
equal to threshold.

Step 6: Forms the query set SQ from a given query Q

N

VI. BENEFIT OF TRANSACTION SPLITTING

During the initial database scan, we often find a set of 1
item from the database transformed by the splitting method
[2]. For each long transaction, split it into subsets using the
smart truncation method recursively. The weights of the
resulting subsets are evenly distributed. In addition, the
mining process uses run-time estimation methods to quantify
the data and information loss resulted due to splitting
transactions. It can be seen that adopting the transaction
splitting technique significantly better’s the performance and
accuracy of the transaction execution time. However, there
are also security benefits where other attackers cannot
externally capture the transaction record.

We tried the program for different number of attributes.
We have run multi-threaded and single threaded programs.
The execution time (maximum thread execution time for
multi-threading) is recorded and the graph looks like this:

For the first time we considered 8 and 13 attributes. Seriesl
is for multi-threaded execution and Series2 is for single-
threaded execution.
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Fig. 4. Execution time for two files

The second time, we considered 16, 19 and 22 attributes.
Seriesl is for multi-threaded execution and Series2 is for
single-threaded execution.

Execution Time

500

400

3
2
1i
0
1 2 3

Number of Attributes

8

38

8

time Taken for Execution

m Series] mSeries2

Fig. 5. Execution time for three files

The diagram above clearly shows that splitting the query into
subparts and running it in multiple threads takes less time
than running a single query for all attributes.

VII. CONCLUSION

This document shows how splitting a query can help you get
results faster than working directly with the entire query at
once. Therefore, splitting the query as vertical fragmentation
and running these fragments as multithreads on a
multiprocessor system has proven to be faster than running a
single complete query at once. So the divide-and-conquer
strategy works very well for such heavy or large query-
related operations.
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